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Over the last few decades evaluation world‑
wide has undergone enormous changes, 
a fact reflected in the growing number of 
national and regional evaluation networks. 
One of the older evaluation societies is De‑
GEval – the Austrian and German Evaluation 
Society – which celebrated its 20th anniver‑
sary in 2017. Events like these often provoke 
a tendency to look back, but the Board of 
DeGEval chose a forward looking topic – 
‘The Future of Evaluation – Evaluation for 
the Future’ – for its annual conference in 
September 2017. The aim was to stimulate 
a discussion of the threats, challenges and 
opportunities evaluation is facing in times of 
increasing demand as well as a heightened 
focus on evaluation results. The discussions 
at the conference have been summarized in 
a Position Paper by the DeGEval Board1. 

DeGeval invited EES to be part of the confer‑
ence and to organize jointly a session that 
would introduce and discuss international 
perspectives on the future of evaluation. The 

1 DeGEval Board (2017): The Future of Evaluation – Position paper 10 of the DeGEval.  
Position Paper of the Board of DeGEval – Evaluation Society. November 2017.  
www.degeval.org/en/publikationen/positionspapiere.

first two articles in this issue of Connections 
are written by participants of this session. 

Jan Hense, president of DeGeval, points to 
concerns regarding the future demand for 
evaluation. He argues that with the rise of 
social media, a common point of reference 
necessary for an informed public discourse is 
rapidly falling apart. The negation of expert 
opinions and the belief in fake news are a sec‑
ond trend contributing to a potential pessi‑
mistic view on the demand for evaluation. In 
his conclusion he emphasizes the important 
role of external forces in determining the 
future of evaluation. 

Reinhard Stockmann and Wolfgang Meyer 
remind us of different indicators showing the 
success story of evaluation. Their outlook 
for the future takes its starting point in ob‑
serving that evaluation demand is to a great 
extent policy‑driven. They map out those 
societal context factors that predominantly 
influence the willingness of political elites 
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In some regards, making predictions about 
the future is one of our core tasks as evalua‑
tors, though we may not always be aware of 
it in our daily routines. In doing evaluations, 
just as in any other profession working with 
empirical data, we are inherently forced to 
draw on past events: each evaluative conclu‑
sion originates as a conclusion about the 
state of things at the point of data collec‑
tion. However, most evaluation consumers 
would rightly be frustrated if our reporting 
was limited to the past. They will most cer‑
tainly expect certain predictions about the 
future. All recommendations are a gamble 
that certain consequences will occur in the 
future if they are implemented. Similarly, our 
evaluative conclusions about an evaluand, al‑
though derived from past events, often imply 
the prediction that the same evaluand in the 
future will bring forth similar results, particu‑
larly in regard to its outcomes. A third area 
where evaluators aim to predict the future 
is ex‑ante, preformative, or input evaluation, 
the latter in the sense of Stufflebeam’s (2000) 
CIPP model. Even if these types of evaluation 
draw only on past data, our task as evaluators 
implies a prediction of the extent to which it 
will be worthwhile to implement a given plan, 
concept, or proposal in the future.

Given these examples, it would seem that 
evaluators are well equipped with the pro‑

phetic powers necessary to answer ques‑
tions about the future fate of their own 
discipline. Alas, this is not the case. Contrary 
to predictions in most evaluation contexts, 
here the scope of the question is too wide, 
the terminology too ambiguous, the number 
of influences too large, their interrelations 
too complex, and previous experience too 
scarce, for one single person to be able to 
make more than an educated guess. How‑
ever, what I can do is to share some current 
concerns about the future demand for evalu‑
ation.

There are a number of reasons on different 
levels contributing to the demand for evalua‑
tion. Curiosity may be a factor at the individ‑
ual level, conformity with regulatory regimes 
a reason at the institutional level. However, 
in the context of globalisation and society, at 
least two main drivers are at work. One is 
the need to provide justification for public 
policies in democratic societies, the other 
is the conviction that facts and evidence can 
and should play a crucial role in decision 
making. It seems that both of these drivers 
have recently come under serious attack as 
a more or less direct result of factors com‑
monly attributed to globalisation.

The need to provide justification for public 
policies depends on a strong civil society 

and critical discourse in the media. Given 
the ongoing fragmentation of the media 
landscape as a byproduct of the rise of the 
internet and social media, accompanied by 
the emergence of echo chambers and filter 
bubbles, it seems that the common point of 
reference necessary for an informed public 
discourse is rapidly falling apart. As a con‑
sequence, there is reason to fear that the 
demand to justify public policy with the help 
of evaluation will wane, not because citizens 
will stop asking for justification, but because 
there is not enough common ground among 
the citizenship concerning the construction 
of what constitutes social reality. Why call 
for evaluations if there is no longer a coher‑
ent narrative about a social problem that 
their findings can contribute to? Of course, it 
might be argued that such an idealised state 
of common social co‑construction of reality 
has never really existed and that societies 
have always been fragmented in regard to 
individuals’ perceptions of the world. How‑
ever, it seems that the necessary overlaps 
between these perceptions that are needed 
to provide a critical mass of common under‑
standing are rapidly being lost.

This leads to our second driver, the belief 
in the role of evidence in decision making. 
Here, also, one should not be so naïve as 
to think this role has been easy in the past. 

GERMAN ANGST REGARDING THE FUTURE OF EVALUATION
Jan Hense

to use evaluations. One risk they see is that 
a push in standards by international aid orga‑
nizations may result in a trend towards the 
homogenization of evaluation that is some‑
how alienated from national political cultures 
and the majority of societies. 

In her article Karen Jorgensen discusses how 
the sustainable development goals (SDGs) 
and new models of providing development 
finance are influencing evaluation. She points 
to several challenges that result from multiple 
goals, fragmentation and rising complexity 
on a range of dimensions; for example, due 
to an increased private sector involvement 
in development co‑operation. She concludes 

that the time has come to assess whether 
the criteria and standards that have guided 
development evaluations for a number of 
years are robust enough to respond to the 
new challenges. 

In the fourth article Per Øyvind Bastøe and 
Siv J. Lillestøl discuss the link between evalu‑
ation institutionalization and use. The article 
mentions the increased institutionalization 
of many evaluation functions, but argues 
that a similar increase in the use of evalua‑
tion has not taken place. The authors point 
to a rhetoric‑reality gap – also mentioned 
in Hense’s paper – as one explanation. An‑
other explanation is the complexity of many 

development programmes. One of the pa‑
per’s closing reflections is that use is often 
too narrowly understood and that a broader 
understanding of use would be relevant.

The final article by Ole Winckler Andersen 
compares five recent meta‑evaluations and 
identifies both methodological similarities 
and differences. Examples of differences 
are size of samples and number of indica‑
tors. The article concludes by identifying 
several issues which could be considered 
and discussed in the context of future meta‑
evaluations, including the use of criteria and 
rating procedures. 
� n
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Hard‑learned lessons taught evaluators that 
evidence is just one factor among many 
when it comes to individual and collective 
decision making processes, and that knowl‑
edge generation is always embedded in and 
influenced by historical and social contexts. 
Accordingly, as Cronbach observed quite 
early in the profession’s development, “the 
notion of the evaluator as a superman who 
will make all social choices easy and all 
programs efficient, turning public manage‑
ment into a technology, is a pipe dream.” 
(Cronbach et al., 1980, p. 4). But even if 
the nature of evaluative evidence has never 
been undisputed, even if particular evaluative 
findings have always been confronted with 
questions regarding their validity, there used 
to exist a general belief that the scientific 
method of knowledge generation, as through 
systematic evaluations, is inherently apt to 
provide insights that should be influential 
in decision making. Yet, having become al‑
lergic to the complexities and ambiguities 
of living in a globalised world, it seems that 
more and more people no longer share this 

belief. Many are increasingly ready to refute 
scientific evidence as elitist, and replace it 
with fake evidence and recursive self‑confir‑
mation of preexisting world views. Here also, 
we are witnessing a landslide shift regarding 
a phenomenon that may have always existed. 
Today, the belief in conspiracy theories and 
fake news is no more exclusive to the casual 
oddball. It has arrived at the highest levels 
of decision making of western democracies 
as an influence and a tool of policy making 
at the same time. What role can evaluation 
play in an arena where its foundational idea 
of using scientifically driven, systematic, and 
transparent methods to arrive at insights 
about the merit or worth of a social practice 
is not accepted anymore?

In spite of these pessimistic perspectives, 
many positive developments within the field 
of evaluation can also be found in recent 
years, and many of them due to globalisa‑
tion as a driving influence: transnational in‑
terchange and dialogue; effortless means of 
worldwide communication and cooperation; 

easy access to exhaustive data sources; new 
means of data analysis; numerous theoreti‑
cal and methodological advances; more and 
better research on evaluation; and a general 
trend towards more professionalisation. So, 
as a field a lot is being done to keep evalua‑
tion practice moving forward. But there is an 
elephant in the room. The fate of evaluation 
will be determined by external forces. It re‑
lies on the need to justify public policy within 
civil society and belief in scientific methods. 
If too much ground is lost to the enemies of 
an open society, it will no longer matter how 
well evaluators do their work.
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EVALUATION BETWEEN EVIDENCE‑BASED POLICY AND “FAKE NEWS”: 
PATHS TO THE FUTURE

Reinhard Stockmann and Wolfgang Meyer

On one hand, prospects for the future of 
evaluation are very promising. Worldwide, 
state and non‑state demand is booming. 
The range of evaluation services offered by 
consulting and scientific institutions, as well 
as teaching and training opportunities, con‑
tinue to grow almost everywhere. On the 
other hand, there are also dangers lurking 
for the evaluation boom. The global rise of 
populism is accompanied by self‑produced 
“fake news”, which represents a clear attack 
on evidence‑driven policy and its tools like 
monitoring and evaluation.

The global rise of evaluation 
culture and practice

There are several indicators to demonstrate 
the success story of evaluation, especially in 

1 www.ioce.net 

North America, Europe, Australia and South 
Africa (Meyer & Stockmann 2016; Meyer 
2018):

(1.) In many countries, evaluation is a fixed 
element in policy-shaping and a manage‑
ment control element in international 
organisations, national governments and 
their administrations, and a wide range 
of non‑profit organisations (Rosenstein 
2015). Datta (2006: 420) points out that 
‘scientific‑research‑based programs and 
evaluations … have become widely insti‑
tutionalized for all manner of programs.’

(2.) The number of national evaluation societ-
ies has grown considerably in recent 
years. According to a worldwide Internet 
search by Dahler‑Larsen (2006: 142), the 

number of evaluation societies increased 
tenfold to 83 between 1984 and 2004. 
The strongest growth in recent years has 
been in Europe and Africa (Meyer 2018). 
Currently a total of 150 organisations are 
listed on the website of IOCE – “Interna‑
tional Organization for Cooperation in 
Evaluation”, including 122 at national and 
12 at international level.1 

(3.) Increasing demand has given rise to 
a broad demand market for evaluation, 
which is continuing to grow (Leeuw, 
Toulemonde & Brouwers 1999: 487ff.). 
The number of consulting firms involved 
in evaluation has risen sharply. Apart 
from consulting companies, there are 
a number of research institutions and 
universities active in the evaluation mar‑
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ket and attempting to combine research 
and evaluation for their clientele, as well 
as basic and advanced training and com‑
munication in a fruitful way.

(4.) Above all, thanks to the development 
of information and communication 
technologies and the World Wide Web, 
the dissemination of evaluation findings has 
seen a tremendous surge. Even if many 
organisations still do not make their 
evaluation reports accessible to the 
general public, a host of findings from 
evaluations are now already available on 
the Internet.

(5.) Training activities offered worldwide 
have increased sharply. Both in North 
America and Western Europe, a broad 
variety of training and advanced train‑
ing programmes and university study 
programmes is offered (Friedrich 2016, 
Meyer 2016). However, these training 
activities are not stable over time and 
only a few regular study programmes 
with more than 60 ECTS on evaluation 
have been permanently established.

Furubo, Rist and Sandahl (2002: 7ff.) made 
a first attempt to characterise evaluation 
culture in a comparative way. They applied 
nine criteria and a marking system to gen‑
erate a ranking list. At the beginning of the 
21st century, only the USA achieved the maxi‑
mum possible number of points. Canada, 
Australia, Sweden, the Netherlands and 
the United Kingdom followed. Since then, 
professionalisation has progressed to very 
different degrees in the selected countries. 
In a replication of the study ten years later, 
Jacob, Speer & Furubo (2015) found a dra‑
matic increase, especially in those countries 
that lagged behind the others (Japan, Israel, 
New Zealand, Spain and Italy), while the 
leading countries (USA, Canada, Australia 
and Sweden) slightly lost ground. Stagnation 
characterises the situation in leading Euro‑
pean countries (United Kingdom, Nether‑
lands and Germany), with the gap between 
the pioneers and the others closing during 
the last decade. 

However, this research does not cover the 
most interesting development in evalua‑
tion culture because it is strictly limited to 
North American and Western European 
countries (with only a few exceptions e.g. 

Australia, Israel, Japan, New Zealand and 
South Africa). There has been a dramatic rise 
of evaluation practice in Africa, Asia, Central 
Eastern Europe and Latin America, guided by 
“good governance” concepts and evaluation 
cultures in multilateral organisations such as 
the UN, OECD, EU and the regional devel‑
opment banks. Countries like Costa Rica, 
Malaysia, Poland, and Uganda have become 
important hubs and driving forces for the 
diffusion of evaluation into the global regions 
that had been left behind in the 20th century 
and the early development period of evalua‑
tion. Moreover, there is some evidence for 
giving a leading role to countries from the 
global south in discussing evaluation as a tool 
for guiding the national implementation of 
the globally agreed sustainable development 
goals (SDGs) (Simon et al 2017, Meyer et al 
2018). 

To sum up, global equalisation characterises 
evaluation development nowadays. Differ‑
ences between countries are becoming small‑
er and less relevant as the pace of evaluation 
development in the leading countries has 
slowed down, while in other countries evalu‑
ation “take‑off” has been accelerating. But 
this does not necessarily lead to coherence 
and a single “global culture” of evaluation as 
a careful look into the future may reveal.

Future challenges and pitfalls

If one wants to take a look into the future of 
evaluation (Stockmann 2015), it is necessary 
to explore the societal framework condi‑
tions that made the developments of the 
past possible – and to investigate changes and 
trends. A look at historical developments 
demonstrates that evaluation is clearly policy 
driven (cf. Stockmann 2008 and 2013). Both 
the first boom in evaluation the 1960s and 
70s in the USA and somewhat later in most 
countries in Europe, and the second boom 
which began in the 1990s, as well as the new 
developments in the Global South, were trig‑
gered by increased state demand. In other 
words the question of whether evaluations 
have to take place or not, whether or not the 
market for evaluation grows, stagnates or 
shrinks, and even what subjects are covered, 
are, to a great extent, politically influenced. 
That is to say, influenced by the willingness of 
clients to deploy funds for evaluation. Even 
if funding comes from international organ‑
isations and the global community, political 

willingness to improve policy performance 
and to use evaluation as a tool for rational 
decision making is a necessity at national 
level.

Some societal context factors influence the 
willingness of political elites to use evalua‑
tions today:

(1.) Firstly, the increasing importance of global 
issues (e.g. climate change, the financial 
crisis, migration) go beyond national 
frontiers and require joint actions to 
solve problems and a transnational net‑
work of control mechanisms. Because 
of these developments, the boundaries 
imposed by national evaluation cultures 
need to be overcome, the path for 
transnational joint evaluations to take 
place cleared and the functions of evalu‑
ation redefined. The alternative pathway 
is to deny the existence of shared global 
challenges and to relaunch competitive 
national egoism. This is exactly what 
President Trump and some other 
populist leaders in the World are doing, 
and their way of thinking is becoming 
increasingly successful.

(2.) Secondly, concepts like evidence-based 
policy and New Public Management 
strengthened the requirements for 
a rational approach to public policy and 
its impacts. The increasing demand for 
evaluation was a result of this. However, 
political elites have not followed this 
path and consequently success has been 
rather limited. More and more people 
are taking a populist approach that does 
not bother about facts and produces 
its own facts as “fake news” in a non‑
rational way. Additionally, the populist 
movement criticises traditional sources 
of knowledge production as interest‑
driven and challenges their claim of 
being honorable, trustful and neutral. 
As a result, evaluation may become 
purely a means of consultation, losing 
its scientific background and roots, with 
sweetheart reviews, glorified opinion 
polls and satisfaction surveys likely to 
predominate as consultancies compete 
for contracts. 

(3.) Thirdly, the necessity of a more sustain-
ability-oriented policy-making that inte‑
grates economic, ecological and social 
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issues requires a strengthening of the 
reflexive function of evaluation. The sus‑
tainable development goals (SDGs) give 
this way of integrative systems‑thinking 
a more prominent role than before. 
Hence, this challenges the traditional 
way that responsibilities are distributed 
across different policy departments, 
which have their own culture and style. 
While this kind of departmentalized 
thinking has led to different ways of 
doing and using evaluations, integration 
of different evaluation cultures in vari‑
ous policy fields becomes increasingly 
a challenge for the evaluation commu‑
nity. Moreover, the expansion of evalu‑
ation into further policy fields and areas 
of activities may lead to an inflationary 
use of evaluations, providing reasons for 
reactance of stakeholders.

(4.) Fourthly, the dissolution of political bound-
aries (Beck 1992: 183ff.) describes a de‑
velopment which is characterised by an 
intensified interdependence of govern‑
ment and civil society actors and leading 
to expanding opportunities and forms 
of participation in political decisions and 
their implementation. While ‘network 
society’ (Castells 2010) may still be too 
strong a term and governance does 
not yet replace government (Bellamy & 
Palumbo 2010), there is a strong voice 
for more inclusion of civil society and 
for participatory decision making. For 
evaluation, this development is likely to 
mean an increased demand for network 
evaluations and participatory approach‑
es, and a strengthening of the demo‑
cratic and reflexive function of evalua‑
tion. Such a development accompanied 
by increasing demands for specific skills 
may lead to a situation where the train‑
ing of evaluators cannot keep up with 
these demands and the requirements of 
customers. If evaluations are not carried 
out in a professional and appropriate 
manner, sponsors could turn away from 
the instrument of evaluation and look 
for other methods. 

Conclusion

These changes will affect the interests of 
evaluation sponsors in national political and 
administrative systems. Without a doubt, 
these systems differ significantly between 

states and their capabilities to address some 
of these challenges. There might be a tenden‑
cy for differentiation according, for instance, 
to the strength of national populist move‑
ments in politics, leading either to a decline 
or a more isolated version of evaluation. 
Conversely, dependency on transnational 
support and aid may pressure political elites 
to implementation evaluation in a way that 
conforms to international standards and re‑
flects the evaluation culture of multinational 
organisations. This may lead toward a ho‑
mogenisation of evaluation that is somehow 
alienated from national political cultures and 
the majority of society. In the way that the 
EU is blamed for being a bureaucratic block 
on national development, evaluation may be‑
come the target of polemicists and become 
discredited in some countries due to its lack 
of integration into the local culture.

Undoubtedly, there are certain risks for 
evaluation, whether it follows a more isolated 
national or sectoral route or a more inclusive 
and integrative pathway. In general, the evalu‑
ation community has developed to be very 
open‑minded and dialogue oriented. There 
are strong forces in support of different ways 
of thinking and a fair discourse on different 
approaches to how evaluations can be done. 
This may help to face future challenges.

References

Beck, U. (1992). Risk society: Towards a new 
modernity (Vol. 17). Sage.

Bellamy, R. & Palumbo, A. (eds. 2010). From 
Government to Governance. Albingdon: Rout‑
ledge.

Castells, M. (2011). The rise of the network 
society (Vol. 12). John Wiley & Sons.

Datta, L. E. (2006). The practice of evalua‑
tion: Challenges and new directions. The Sage 
handbook of evaluation, 419 – 438.

Friedrich, V. (2016). European University‑
Based Study Programs in Evaluation: Char‑
acteristics and Future Challenges. In “The 
Future of Evaluation” (pp. 113 – 128). Palgrave 
Macmillan, London.

Furubo, J. E., Rist, R. C., & Sandahl, R. (2002). 
International atlas of evaluation. Transaction 
Publishers.

Jacob, S., Speer, S., & Furubo, J. E. (2015). The 
institutionalization of evaluation matters: 
Updating the International Atlas of Evalua‑
tion 10 years later. Evaluation, 21(1), 6 – 31.

Leeuw, F. L., Toulemonde, J., & Brouwers, 
A. (1999). Evaluation activities in Europe: 
a quick scan of the market in 1998. Evaluation, 
5(4), 487 – 496.

Meyer, W., & Stockmann, R. (2016). Conclu‑
sion: Shared Perspectives for a United World 
of Evaluation? In “The Future of Evaluation” 
(pp. 328 – 357). Palgrave Macmillan, London.

Meyer, W. (2016). Toward Professionaliza‑
tion? The Contribution of University‑Based 
Training Programs in Pioneer Countries. In 
“The Future of Evaluation” (pp. 98 – 112). Pal‑
grave Macmillan, London.

Meyer, W. (2018). Evaluation as Profession 
2016. A global perspective. In EES Connec-
tions, January 2018.

Meyer, W., Naidoo, I., D’Errico, S., Hofer, S., 
Bajwa, M., Perez, L.A.T., El‑Saddik, K., Lucks, 
D., Simon, B. & Piergallini, I. (2018). VNR 
reporting needs evaluation: A call for global 
guidance and national action. In IIED-Briefing, 
No. 8, January 2018.

Rosenstein, B. (2015). Status of National Evalu-
ation Policies Global Mapping Report.

Simon, B., Meyer, W., D’Errico, S., Schwandt, 
T., Lucks, D., Zhaoying, C., El‑Saddik, K., 
Schneider, E., Taube, L., Anderson, S.; Ofir, Z. 
(2017). Evaluation: a missed opportunity in 
the SDGs’ first set of Voluntary National 
Reviews. IIED-Briefing May. Retrieved from 
http://pubs.iied.org/pdfs/17423IIED.pdf 

Stockmann, R. (2008). Evaluation and Qual‑
ity Development: Principles of Impact‑Based 
Quality Management. Frankfurt et. al.: Peter 
Lang.

Stockmann, R. (2008). Evaluation and Quality 
Development: Principles of Impact-Based Qual-
ity Management. Peter Lang.

Stockmann, R. (2017). The Future of Evalu‑
ation in Society. In: Stockmann, R. & Meyer, 
W. (eds.): The Future of Evaluation. Global 
Trends – New Challenges – Shared Perspectives, 
Basingstoke: Palgrave Macmillan.� n

M AY  2 0 1 85

http://pubs.iied.org/pdfs/17423IIED.pdf


The sustainable development goals (SDGs) 
and the new models of providing develop‑
ment finance are influencing how develop‑
ment cooperation is being carried out today 
and in the future. These changes also have an 
impact on development evaluations. 

First, the sustainable development goals have 
implications for the way development coop‑
eration must be carried out. 

Secondly, a stronger emphasis on working 
with the private sector and in situations of 
conflict and fragility has clear links to foreign 
policy and national self‑interest.

Thirdly, changing policies and priorities mean 
changes to patterns of co‑operation – per‑
haps even signalling a farewell to long‑term 
partnerships.

The new development agenda

Because the new development agenda is 
broad and the goals inter‑related more insti‑
tutions are involved in delivering the SDGs 
across government: evident when it comes 
to the national response, but also true for 
development co‑operation. Delivering on 
the SDGs will take a whole‑of‑government if 
not a whole‑of‑society effort, affecting both 
how activities are designed and how evalua‑
tions take place.

Official development assistance (ODA) is in‑
creasingly spent by departments other than 
the ministry primarily responsible for devel‑
opment cooperation and ODA, typically the 
ministry of foreign affairs. Such “fragmenta‑
tion” is driven in part by many developing 
– or partner – countries no longer needing 
broad‑based, long‑term technical assistance, 
but rather more pointed ministry‑to‑minis‑
try cooperation to build specific capacity.

Challenges for evaluation

This dispersion makes it more difficult to 
plan development interventions, to have 
a concerted view of what is in the portfolio, 

especially at partner country level, to have 
common result and monitoring frameworks 
and to ensure evaluability. And it makes it 
more difficult to ensure evaluation across all 
ODA spending: who is responsible for evalu‑
ating the outcomes of interventions by other 
departments? If the spending is counted as 
ODA, should it be evaluated by the office 
charged with evaluating the core ODA bud‑
get? This is an issue many members of the 
OECD Development Assistance Committee 
(DAC) are dealing with, and it comes with 
the risk that substantial parts of the budget 
are not subject to evaluation. 

A further complication is that not only are in‑
terventions more likely to cut across several 
policy fields to address the sustainable de‑
velopment goals, but interventions must also 
be sustainable on all three dimensions: eco‑
nomic, social and environmental. Currently 
DAC evaluation criteria define sustainability 
as being concerned with measuring whether the 
benefits of an activity are likely to continue after 
donor funding has been withdrawn. The criteria 
do mention that the projects need to be 
environmentally as well as financially sustain‑
able. But the interconnected nature of the 
goals may make it more difficult to measure 
and evaluate and to add the social dimension. 

Partnerships and evaluation

The SDGs also call for new partnerships and 
the Addis Ababa Action Agenda puts the role 
of the private sector squarely at the heart 
of how to achieve the SDGs. Many govern‑
ments have – or are setting up – finance insti‑
tutions to encourage private sector involve‑
ment in development co‑operation. If these 
relate directly to a ministry or agency, it is 
relatively straightforward to set up monitor‑
ing and evaluation systems. But experience 
shows that the evaluation culture of such 
finance institutions, to the extend they have 
one, is not geared to looking at development 
outcomes. Bringing in the private sector 
does not make the equation any simpler as 
private sector companies will have different 
measures of success, and they are often not 

prepared to evaluate their investments citing 
protection of commercial interests. But if 
the enterprise has benefitted from ODA as 
credit‑guarantee, risk protection, or through 
blended finance, is it not reasonable to ask 
that the interventions and outcomes be 
evaluated for their development impact? This 
is a question – and a challenge – development 
cooperation administrators need to address 
as more and more private sector instru‑
ments are rolled out. 

In addition, the private sector may think 
differently about what sustainability means. 
A World Bank look at Public‑Private‑
Partnerships showed, for example, that PPPs 
hardly ever addressed impact on government 
expenditure, i.e. the fiscal sustainability of 
projects. There is also already talk of “SDG 
washing”: private sector companies market‑
ing their products as contributing to attain‑
ing one of the goals while ignoring the impact 
they may have on other goals.

Multiple goals and evaluation

The deepened integration of development 
co‑operation policy and foreign policy can 
also complicate life for evaluators, yet it is 
increasingly necessary to grapple with these 
issues, especially as more – and an increasing 
proportion of – ODA is spent in fragile con‑
texts. In conflict and fragile situations, there 
are often mixed objectives for interventions. 
Of course, humanitarian concerns will play 
a key role for assistance in humanitarian 
emergency situations. But these can coincide 
with foreign policy and security interests 
which do not always pull in the same direc‑
tion, at the same time, in the same space. 

The difficulty for evaluators will be to dis‑
aggregate the objectives and the results. 
If a foreign policy objective has been met, 
but the development objective has not, can 
we declare success? In conflict and fragile 
situations it is difficult to get right the bal‑
ance of power and influence in a whole‑
of‑government approach: it is difficult to 
balance security interests with development 
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interests. It is even more complicated when 
considering also the broader policy objective 
that development co‑operation must meet 
national interest of the donor government. 
National interest can be hard to define and 
therefore it is difficult to measure –and eval‑
uate – national interest outcomes along‑side 
development ones. As most DAC members 
now have integrated foreign policy and devel‑
opment co‑operation administrations, evalu‑
ation departments should increasingly be 
called upon to evaluate across the ministry. 

Targeted interventions 
and evaluations 

As more partner countries make headway in 
their development, they require less broad‑
based development support. And as donors’ 
policies are changing, they tend to look to 
shorter‑term, more specific interventions in 
partner countries. 

This is leading to more targeted interven‑
tions, including more specific technical 
co‑operation (which can be very useful). 
Keeping up with evaluating many smaller 
interventions, especially from a sustainability 
point of view, will be resource intensive and 
even if done, it may be hard to capture les‑
sons which are meaningful without a broader 
development context. What can help here is 
stronger national institutions at the partner 
country level, another challenge which devel‑
opment cooperation evaluators have tried 
to address for decades and where a new ap‑
proach is needed if there is to be real change 
and impact.

Reassessment of the evaluation 
criteria 

It is now timely to assess whether the crite‑
ria and standards that have guided develop‑
ment evaluations for more than a decade are 
robust enough to respond to the challenges. 
The criteria of relevance, effectiveness, ef‑
ficiency, impact and sustainability still seem 
appropriate, but do they need to be inter‑
preted differently? The criteria and standards 
should not be regarded as a straight‑jacket, 
but as a framework. For example, a reinter‑
pretation of sustainability would be timely. 
Relevance may also be more complicated 
to determine: whose needs are considered 
most important when there might be com‑
peting interest meeting national interest 

with the needs of the partner countries; are 
development interventions addressing the 
needs of partner governments or are they 
aiming to meet needs of whole‑of‑society? 
The criteria and the standards are still rel‑
evant to guide evaluators in the new devel‑
opment context but having a debate about 
what that means would be useful. To this 
end the review started by the OECD DAC 
Development Evaluators’ Network will be 
a good contribution.

Evaluation architecture 
and new technology 

The increased attention to accountability for 
ODA spending has led to the setting up of in‑
dependent evaluation institutions. Yet, there 
will still be a need for in‑house evaluation 
capacity – capacity being a challenge in itself 
– and the question of independence is still 
critical. How can the evaluation function’s in‑
dependence be ensured while at the same 
time placing it close enough to policy makers 
to influence decisions through evidence? 

The use of new technology is already chang‑
ing how development cooperation impact is 
tracked, monitored and followed up. Change 
can be captured in visible data that are avail‑
able continuously. There is more demand 
for real‑time information, faster feedback 
loops, more adaptation. The emergence 
of new data sources (from communication 
devices, satellites, sensors) allows for more 
analysis.

Many evaluations currently take months 
if not years to complete. They often use 
surveys that offer a time‑bound snap shot. 
But big data (for example, data generated 
through social media) show more patterns 
over time. It is possible to watch change in 
real time though the data will not reveal why 
change is taking place.

Evaluators will still need to be able to make 
complex processes of change easy to grasp 
and understand and new technology can add 
more information, but it will not fundamen‑
tally change the essence of evaluation. How‑
ever, using new technology could lead to 
shorter feedback loops addressing the grow‑
ing demand for actionable information earlier. 
There are some issues evaluators must 
consider as they begin to make use of new 
technologies and sources of data:

• Data availability: most big data are held by 
private companies and can be considered 
both highly valuable and potentially sensi‑
tive. 

• Built‑in bias of big data: not all relevant 
stakeholders will have access to the tech‑
nology that generate big data. 

• Capacity to use data and data analysis 
techniques: higher demand for evalua‑
tors who can meet tell stories about why 
change is happening. Such analysis requires 
more contextual understanding and not 
just number‑crunching.

Expanding access to the internet in devel‑
oping countries and greater connection to 
more diverse sources of information are 
leading to growing expectations that infor‑
mation will be publicly available in turn lead‑
ing to growing demands on governments to 
be accountable. 

Speaking truth to power

To contribute to accountability, evaluators 
must be willing to challenge assumptions, 
to take risks and be willing to look at con‑
tentious areas of policy, and to dare to 
examine in depth sensitive political issues 
and areas where development co‑operation 
and governments are failing to deliver value 
for money. This requires a culture of evalua‑
tion across government. Evaluators can only 
contribute to accountability to the extent 
that they are able and empowered to look 
at difficult issues and speak truth to power, 
particularly when that truth is inconvenient. 

For evaluators, the struggle between ac‑
countability, learning, and direction contin‑
ues. Development cooperation programmes 
are evaluated in many cases because deci‑
sion‑makers – politicians – know they are 
accountable to parliaments and the public 
for the outcomes of development efforts. 
But evaluations are still in many corners seen 
as punitive – the fear of the negative – and 
not for the benefit they can bring. 

What can evaluators do about the reluctance 
to evaluations coupled with shorter time‑
horizons and attention spans? Evaluations 
need to be timelier so that they are ready 
to offer up the evidence needed to influence 
policy or design of the next programme. 
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This will mean employing different – perhaps 
invent new – ways of evaluating, accepting 
that there are different thresholds of rigour 
for different purposes. Communicating in 
smarter ways using the new tools technology 

can offer – will continue to be on the agenda 
of evaluators.

But the challenges and opportunities set out 
above belong not just to evaluators: address‑

ing them and taking full advantage will require 
that policy makers, programme developers 
and evaluators all contribute to setting the 
scene for better, more timely evaluations in 
a complex development landscape. � n

Institutionalisation 
of the evaluation function 

Recent studies of evaluation systems in UN 
organisations (UN, 2014) and in development 
agencies, ministries and multilateral banks 
(OECD, 2016) display a seemingly optimistic 
trend when it comes to institutionalisation 
of the evaluation function in development 
cooperation organisations. 

One of the conclusions of the UN study is 
that the central evaluation function of UN 
organisations has changed with regard to 
roles, structure, systems and standards. It 
has moved from a predominant role of over‑
sight and quality assurance of decentralised 
evaluations to focusing on supporting broad 
and strategic corporate‑level decision‑
making. The OECD study, which looks at 
45 evaluation entities, finds a related trend. 
Compared to a study in 2010, these organ‑
isations have now improved capacity and are 
more focused on strategic questions. 

These findings resonate with a similar study 
of institutionalisation of evaluation in na‑
tional governments (Jacob et al, 2015). 

From our own perspective within the Nor‑
wegian government’s development policy or‑
ganisation, the same trends can be observed. 
In the government’s financial management 
regulations, it is now mandatory to do evalu‑
ations of financial transfers and grants. The 
establishment of the Norwegian evaluation 
association in 2010 is another indication 
of a greater attention to evaluation. In the 
development policy administration, the man‑

date of the evaluation function was revised 
in 2015 to give it a more independent and 
prominent role. 

Increased institutionalisation of the evalua‑
tion function is in line with a widespread pub‑
lic governance conviction that this function 
is important for transparency, accountability, 
efficiency and effectiveness of governments. 
This implies a belief that increased institu‑
tionalisation would translate into increased 
use – in different ways – of evaluation find‑
ings and recommendations. 

Use of evaluation findings 
and recommendations

Use is commonly understood as the main 
purpose of evaluation (OECD, 1991). A defi‑
nition that encompasses this is the following 
“evaluation is the careful assessment ex post of 
the merit of the content, administration, output, 
outcome effects, and organization of public sec-
tor interventions, which is intended to be useful 
in practical action situations.” (Vedung, 2017). 

This means that evaluation is intended to 
create a basis for practical considerations. 
Increased institutionalisation would conse‑
quently imply greater use of evaluations in 
government. The question is if this is hap‑
pening. 

From our perspective within the develop‑
ment policy administration, we have paid 
close attention to the use of thematic and 
strategic evaluations over the last few years. 
In our annual report in 2016 (Norad, 2016), 
when looking at evaluations completed over 

the last twelve months, findings and conclu‑
sions were almost identical with those of 
evaluations completed in the previous years. 
A potential explanation for this is that admin‑
istrations do not learn anything and lack the 
capacity and culture to bring about change, 
which indicates limited direct use of evalu‑
ations. 

The UN study also found that the use of eval‑
uation reports is consistently low for most 
UN organisations. Even organisations in 
which the evaluation function is considered 
to perform well see only an average level of 
use by the intended audience. Similarly, the 
OECD study found that the extent to which 
evaluations are used is mixed. 

Another observation related to use is 
from a recent meta‑evaluation of decen‑
tralised evaluations in the Norwegian aid 
administration (Norad, 2017). Although the 
meta‑evaluation found that the decentral‑
ised evaluations were well used by the unit 
responsible for managing the grant for these 
interventions, it also found that the quality of 
the decentralised evaluations was unsatisfac‑
tory due to weaknesses in methodology and 
analysis. Over 65 percent of the reviews did 
not contain sound methodological underpin‑
nings that would support or produce cred‑
ible findings. Under such circumstances, use 
may be more harmful than beneficial. 

Explanations for the gap 

The discussion above points towards the lack 
of a clear link between the increased institu‑
tionalisation of evaluation and perceptions of 
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the use of evaluation. In the following, pos‑
sible explanations are presented. 

One explanation may be the increasingly 
complex settings that evaluators are dealing 
with, especially in the field of development 
evaluation. This complexity relates to the na‑
ture of the programmes, the context within 
which programmes are embedded, the in‑
teractions with the many stakeholders, the 
process of change and causality, and the na‑
ture of the evaluation process (Bamberger et 
al, 2016). Evaluations assessing programmes 
addressing problems caused by the humani‑
tarian crisis or related to climate change are 
examples of complexity. This implies that 
evaluations, no matter how comprehensive, 
will not be able to deal with all relevant as‑
pects of these topics. Hence, intended users 
may consider any evaluation too narrow to 
be used as basis for decision‑making. 

Another possible explanation is the rhetoric 
surrounding public policies in general and 
in particular within the development policy 
area. In many western countries, this rheto‑
ric is about altruism and poverty. At the same 
time, many programmes reflect donors’ 
own national interests (Kharas & Rogerson 
2017). Examples are programmes to prevent 
health epidemics spreading to Europe, or to 
prevent an influx of refugees to the western 
world. This rhetoric‑reality gap may create 
difficulties for an honest discussion based on 
evaluation and thus limit the use of evalua‑
tion findings and recommendations. 

Yet another explanation is the greater 
demand for reporting and documentation. 
Taxpayers and politicians expect proof of the 
results of aid spending. Evaluators are rarely 

able to supply this sort of documentation. 
This may undermine the interest in using 
evaluations. Simple, quantitative reporting 
may be more attractive than nuanced analyti‑
cal evaluations. 

Closing reflections 

If these observations hold true, what can 
evaluators do? There are three opportuni‑
ties to close the gap. 

The first is to strengthen quality assurance 
of all evaluation elements to avoid use and 
misuse of findings that are not credible. 

The second is to acknowledge the increased 
complexity that evaluators are facing and 
use new evaluation approaches, like evalu‑
ation synthesis studies, to draw on a more 
comprehensive evidence base than what just 
one evaluation can offer. In addition, a more 
active and participatory approach to devel‑
oping recommendations and communicating 
findings may have a positive effect on use. 

The third is to expand an understanding of 
what use implies. Use may be too narrowly 
understood as intended use by intended 
users, i.e. the direct inputting of evaluative 
findings into immediate decisions. A wider 
understanding of use may bring a more posi‑
tive conclusion. Use may also be understood 
as relating to the evaluation process or as 
inspiration, enlightenment or to constituting 
a new understanding (Vedung, 2017). 
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Several agencies in the field of international 
development (e.g. bilaterals,  multilaterals, 
non‑governmental organizations) have 
commissioned meta‑evaluations and quality 
reviews of their evaluations. This paper pres‑
ents a brief comparison of a selected number 
of these analyses and highlights some issues 
for consideration in connection with poten‑
tial future meta‑evaluations. 

The concept of meta‑evaluation is often used 
to imply “…an evaluation of an evaluation to 
judge its quality…” (OECD‑DAC, 2010).1 
Most quality reviews have a similar focus, 
and a distinction between meta‑evaluations 
and quality reviews will not be made in the 
following.

1 For a full definition, which includes different interpretations of the concept ‘meta‑evaluation’, see (OECD‑DAC, 2010). 

Sample

This paper briefly discusses an assessment of 
a purposive sample of five meta‑evaluations 
conducted by five different donors in the field 
of international development (Forss et al., 
2008; Perrin, 2009; Hageboeck et al., 2013; 
Cooney et al., 2015; Chapman et al., 2017). 

Comparison

There are various potential approaches to 
meta‑evaluation, but most approaches con‑
sider the following four dimensions:
a) The purpose of the meta‑evaluation. 

Does it primarily serve a formative or 
a summative purpose?

b) The sample of included evaluations. What 
are the rationale and criteria for the se‑
lected sample?

c) The information sources used in the 
meta‑evaluation. Are evaluation reports 
the only source or are other documents 
and sources used?

d) The applied criteria in assessing the evalu‑
ations. Which criteria are used, and in 
particular for assessing evaluation quality? 

A comparison of the five meta‑evaluations 
shows that all five meta‑evaluations, as ex‑
pected, have a main focus on the quality of 
Terms of Reference and evaluation reports, 
while they differ in their coverage of vari‑
ous steps in the evaluation process and the 
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quality of the evaluation system as a whole. 
This reflects differences in understanding 
of evaluation quality as well as of what fac‑
tors can potentially influence this quality. 
All five meta‑evaluations contain recom‑
mendations on how to improve the quality 
of evaluations, but the primary purpose of 
the meta‑evaluations seems to be account‑
ability. One of the meta‑evaluations is also 
covering the effectiveness of the specific 
agency’s development cooperation based 
on an analysis of evaluations of good quality 
in the sample.

The size and selection of the samples of 
evaluations covered by the individual meta‑
evaluations vary. The number of evaluations 
ranges from 14 to 340 evaluations covering 
various sectors. The low number of evalu‑
ations in some of the meta‑evaluations pre‑
vented more disaggregated analyses; e.g. at 
sector level. All meta‑evaluations include de‑
centralized evaluations,2 some covering one 
year and others several years. The selection 
methods for including individual evaluations 
in the analysis include random selection as 
well as purposive selection in consultation 
with commissioners. 

As indicated above, the five meta‑evaluations 
assess the quality of Terms of Reference 
(TOR) and the evaluation reports, and 
some of them also review other documents 
related to the evaluation process. The 
degree to which the meta‑evaluations use 
other sources of information varies, and 
different combinations of methods such as 
interviews, surveys and case studies are used 
in the review processes. None of the meta‑
evaluations seems to have involved partner 
countries. 

All five meta‑evaluations are based on specific 
checklists developed by the meta‑evaluators. 
The checklists are inspired by guidelines, 
such as the OECD‑DAC Quality Standards, 
but adapted to the specific meta‑evaluation. 
Although some overlaps can be found, the 
content, mixture and number of criteria dif‑
fer between the five meta‑evaluations. It is 
difficult to compare the number of criteria 
as the meta‑evaluations use different groups 
and subgroups of criteria, but the number 
of applied quality criteria is in the range of 

2 Evaluations that are not commissioned/managed/conducted by an (independent) centralized evaluation unit but by operational units.

30 – 60. The assumption seems to be that the 
same standards and criteria can be used for 
all evaluations under review.

The meta‑evaluations contain interesting 
findings and discussions regarding the rela‑
tionships between the TOR, the evaluation 
budget, the composition of the team and 
the quality of the evaluation report as well 
as the systemic factors that can potentially 
influence the quality of various steps in the 
evaluation process. Examples of general 
recommendations are that the TOR should 
be more focused and include improved sec‑
tions on evaluation methodology, and that 
efforts should be made to strengthen work 
on methodological issues in the evaluations. 

Discussion

The main purpose of this short paper is to 
encourage discussion on the use of meta‑
evaluations of development evaluations. 
The five meta‑evaluations contain a lot of 
interesting information as well as detailed 
discussions of five donor agencies’ evaluation 
systems, and the comparison shows that 
several issues could be considered and dis‑
cussed in the framework of potential future 
meta‑evaluations. 

The five meta‑evaluations in the sample serve 
various purposes with obvious implications 
for their potential use. The praxis seems 
to be to apply the same criteria and rating 
procedures to all evaluations, irrespectively 
of context, intervention, sector and type 
of evaluation, where an alternative option 
would be to have more focused meta‑evalua‑
tions, e.g. covering a sector or thematic area. 
In view of that at least two of the agencies are 
conducting recurrent meta‑evaluations, this 
raises several questions on the role of meta‑
evaluations in comparison to other quality 
assurance mechanisms such as independent 
external peer reviews and quality assurance 
of ongoing evaluations. A further observa‑
tion is that the five meta‑evaluations have 
not involved partner countries and therefore 
do not reflect their potential assessment and 
use of the conducted evaluations.

The review and comparison of the five meta‑
evaluations show that no uniform approach 

exists to meta‑evaluations of development 
evaluations, and that the applied method‑
ological approaches differ. All the meta‑
evaluations use well‑defined assessment 
criteria, but their number and specification 
vary as does the sample size of evaluations 
covered by the studies and sources used for 
information. These differences obviously 
reflect the different purposes and contexts 
of the meta‑evaluations, but a more detailed 
comparison and discussion of the value of 
the different methodological approaches 
would be interesting. As indicated, meta‑
evaluations of development evaluations have 
not been systematically used, but the five 
meta‑evaluations provide an excellent basis 
for discussions on the practice and use of 
potential future meta‑evaluations.

References

Chapman, N., Loyd, R., Villanger, E. & Gleed, 
G. (2017). The quality of reviews and decentral-
ized evaluations in Norwegian development 
cooperation. Oslo: NORAD.

Cooney, G., Rojas, K, Arsenault, M. and Bab‑
cock, K. (2015). Meta‑evaluation of project 
and programme evaluations in 2012 – 2014. 
Ministry for Foreign Affairs of Finland.

Forss, K., Vedung, E. Kruse, S. E. Mwaiselage, 
A. and Nilsdotter (2008). Are Sida Evalua‑
tions Good Enough? Sida Studies in Evalua‑
tion 2008:1. 

Hageboeck, M., Frumkin, M. and Monschein, 
S. (2013). Meta‑evaluation of the quality and 
coverage of USAID Evaluations 2009 – 2012. 
USAID, August 2013. 

OECD‑DAC (2010). Glossary of Key Terms 
in Evaluation and Results Based Management. 
OECD Publications, Paris.

Perrin, B. (2009). Review of the Quality of 
DFID Evaluations. IACDI. The Independent 
Advisory Committee on Development Im‑
pact, September 2009.

� n

M AY  2 0 1 81 1



Ole Winckler  
Andersen

Ole Winckler Andersen is Senior 
Analyst at the Danish Institute for 
International Studies, where he is 
focusing on development finance and evaluation. 
He holds a M.Sc. in Economics and a Ph.D. in Pub‑
lic Administration and has worked for the Danish 
Ministry of Foreign Affairs for more than 20 years, 
including as Head of Evaluation Department 
(2017 – 13) and Deputy Permanent Representative 
to the OECD (2013 – 17). Before that he was as‑
sistant and associate professor at Roskilde Uni‑
versity in Denmark. He has managed a number of 
evaluations and has been member of management 
committees for several international development 
evaluations. He has published on evaluation in vari‑
ous international journals. He has since 2015 been 
a member of the Board of EES.

Per Øyvind Bastøe

Per Oyvind Bastoe is the Evalua‑
tion Director at Norwegian Agen‑
cy for Development Cooperation 
and the chair of the OECD/DAC 
Evaluation Network. He has broad experience 
from international development and evaluation 
and has previously held senior positions in other 
parts of the Norwegian government administra‑
tion, in the World Bank, the Asian Development 
Bank and the Inter‑American Development Bank. 
He is a member of the International Evaluation 
Research Group and has published several books 
and articles on development policy, evaluation and 
organizational change. 

Jan Hense 

Jan Hense is full professor for High‑
er Education Learning and Evalua‑
tion at the Justus‑Liebig‑University 
Giessen (Germany) and president 
of the German and Austrian Gesellschaft für Evalua-
tion. He holds a PhD in educational psychology with 
an emphasis in evaluation (2005) from the Ludwig‑
Maximilians‑University in Munich (Germany). His 
research areas include evaluation theory and re‑
search on evaluation, innovative teaching and learn‑
ing methods, and technology based learning. As an 
evaluator and evaluation consultant he has been 
involved in many local, national and international 
evaluation projects. Within DeGEval he contrib‑
uted to the recent revision of DeGEval’s evaluation 

standards in a leading role, and has been involved in 
several other initiatives related to the professional‑
ization of evaluation.

Karen Jørgensen 

As Head of the Review, Evaluation 
and Engagement Division of the 
OECD Development Cooperation 
Directorate for more than a de‑
cade, Karen Jorgensen led more than 60 reviews 
of DAC members’ development cooperation pro‑
grammes and in addition oversaw the work of the 
Development Evaluators’ Network (Evalnet). Prior 
to that she served as UNDP’s head of programme 
in Afghanistan from 2003 – 2006, as Assistant Di‑
rector for the Sustainable Energy and Environment 
Division and head of division in the Audit office of 
UNDP. Ms Jorgensen is a Norwegian national.

Christiane Kerlen 

Dr Christiane Kerlen, director at 
Kerlen Evaluation Ltd, is an inde‑
pendent evaluator and evaluation 
consultant with over 15 years of 
experience. Her key areas of expertise include 
evaluation design and development of tailored eval‑
uation instruments, predominantly for research, 
technology and innovation (RTI) programmes as 
well as programmes and projects in foundations 
and for institutional evaluations. Since 2015 Chris‑
tiane is vice‑president of DeGEval – Gesellschaft 
für Evaluation e.V. having been a member of De‑
GEval’s board since 2011.

Siv J. Lillestøl 

Siv J. Lillestøl is Assistant Director 
in the Evaluation Department in 
the Norwegian Agency for De‑
velopment Cooperation (Norad). 
Prior to joining the department in 2009 she 
worked several years with monitoring and evalu‑
ation in the The Joint United Nations Programme 
on HIV/AIDS ( UNAIDS) and in the World Food 
Programme (WFP). She has served at the govern‑
ing boards of the Norwegian Evaluation Society 
and the Network for evaluation in the Norwegian 
public administration.

 Wolfgang Meyer 

Wolfgang Meyer (Germany), PD 
Dr., Assistant Professor at Saa‑
rland University, Saarbruecken, 
and Adjunct Professor at Uganda 
Technology and Management University, Kampala; 
Vice‑Director of the Centre for Evaluation; Found‑
ing Member of the German Evaluation Society; 
Member of the European Evaluation Society; So‑
ciologist with a Focus on Empirical Methodology; 
Evaluation Specialist in the Field of Development 
Cooperation, Environment, Labor Market and 
Regional Development. 

Reinhard Stockmann 

Dr. Stockmann is Professor of So‑
ciology at Saarland University, the 
founder and director of the Center 
for Evaluation (CEval), the Manag‑
ing Director of the Master‑Course of Evaluation at 
Saarland University and of the first European study 
program “Master of Evaluation” in a blended learn‑
ing format. He is also the Managing Publisher of 
the German Zeitschrift für Evaluation (Journal for 
Evaluation) and a founding member of the German 
Society for Evaluation (DeGEval).

Kevin Williams 

Kevin Williams is head of evaluation 
at the Organisation for Economic 
Co‑operation and Development 
(OECD). He has extensive experi‑
ence of building evaluation capacity and embedding 
evaluation practice within organisations, particular 
at international and supranational levels. He has set 
up evaluation functions in both the OECD and the 
European Commission, and has contributed to the 
development of practical evaluation guidance and 
training initiatives in a range of policy areas includ‑
ing EU regional development programmes, eco‑
nomic policy and the Common Agricultural Policy. 
He has also contributed towards the development 
of frameworks to adapt evaluation practice to 
a range of non‑programmatic evaluand, including 
intergovernmental committees and legislative ini‑
tiatives in both ex ante and ex post contexts. In his 
current role he is responsible for the internal eval‑
uation of OECD committees and programmes. He 
graduated in European economics via the Erasmus 
programme from the universities of Nantes and 
Middlesex and holds a master’s degree in industrial 
economics from Université Lumière Lyon II.� n

THE AUTHORS

M AY  2 0 1 81 2


	_GoBack
	_GoBack
	_GoBack
	_GoBack
	Editorial: Perspectives on the future of evaluation
	German angst regarding the future of evaluation
	Evaluation between evidence‑based policy and “fake news”: paths to the future
	Evaluation and the SDGs
	Towards a growing gap between evaluation institutionalisation and use?
	A brief comparison and discussion of some meta-evaluations and quality reviews of development evaluations
	The authors

